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Introduction
SA WG2 has discussed, in the context of the draft Rel-19 "SID on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)", the working task #1 as captured in S2-2310034 (endorsed as the baseline for further work at SA2#158):

-	WT#1: AI/ML cross-domain coordination aspects
· Study enhancements to support AI enabled RAN based on conclusions of the RAN study. The WT will discuss whether and how to support the cross domain (i.e. UE, RAN, 5GC, OAM and AF) collaborative AI/ML mechanisms to support the UE, the RAN, the 5GC and the AF for the aspects described by the work tasks below. The WT will also discuss interaction/coordination with RAN to support the AI enabled RAN framework:  
 
-	WT1.1 – Study enhancements to UE data collection framework. Study whether and how to enhance UE data collection framework to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. Regarding the radio related data collected from UE or RAN, e.g, channel status information and beam information, the WT will also discuss the data leakage from the operator's domain which should be avoided.
-	WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE. Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the data leakage from the operator's domain which should be avoided.
-	WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2. 
· WT1.4: Study whether and how to support interaction/coordination with RAN3 to support the AI enabled NG-RAN framework (i.e. AI/ML for NG-RAN in Rel-18). Work will be based on possible requirements from RAN3. 
· WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.
NOTE A: The work will not modify the architectural principle that a service-based architecture only applies for 5GC.
NOTE B: Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions. 
NOTE C: Further alignment with SA5 for the AI/ML Functional framework may be required.
NOTE D: security aspects are in the scope of SA3, however architectural aspects related to security enhancements will be discussed in this WT.
NOTE E: The model management will follow the framework as defined by RAN.

As highlighted by NOTE B, the entire WT#1 depends on RAN study conclusions. SA2#159 has sent the outgoing LS S2-2311921 to RAN groups to request feedback. To date, only RAN3 replied in R3-237745.

Discussion
WT#1.1 Enhancements to UE Data Collection Framework
From S2-2310034 (endorsed as the baseline for further work at SA2#158):
WT1.1 –Study whether and how to support UE data collection to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. The WT will also discuss the possible data leakage from the operator’s domain which should be avoided.
RAN1 (RAN2 and RAN4 as secondary groups) TR 38.843 captures the following:
7.3.1.3.1	Data collection for Network-side model training 
A set of general data collection principles are expected to be considered for Network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.
Regarding the use cases in this Study, the following is considered. 
· For CSI and beam management use cases:
· For training of NW-side models, both gNB- and OAM-centric data collection are considered.
· For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure. 
· For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this.
· Related to gNB-centric data collection for NW-side model training, potential impact on L3 signalling for the reporting of collected data should be assessed.
· Related to OAM-centric data collection for NW-side model training, potential impact on MDT for connected mode should be assessed.

· For positioning use cases:

· For LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
· For LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.
Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.

7.3.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to CN. CN transfers the training data to the OTT server.
3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.

Observation 1: For data collection for Network-side model training: gNB- and OAM-centric data collection are considered for CSI and beam management use cases. For positioning use case, LPP protocol should be applied.
Observation 2: For data collection for UE-side model training, RAN2 did not study the different proposals and did not agree on requirements nor recommendations.
Proposal 1: WT#1.1 as a generic work task for UE data collection is not required by RAN conclusions.

WT#1.2 Model Transfer/Delivery to the UE
From S2-2310034 (endorsed as the baseline for further work at SA2#158):
WT1.2 –Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the possible data leakage from the operator’s domain which should be avoided.
The discussion in RAN2 has led to identifying 8 options for model transfer/delivery, including control plane and user plane solutions for RAN, 5GC, and the LMF, and user plane solutions for transfer/delivery from an OTT or OAM. TR 38.843 clause 7.3.1.4 contains tables comparing these options, but no conclusions were reached. As indicated in TR 38.843 clause 7.3.1.4: 
“Whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) is unclear as outcome from the present study”. 
Proposal 2: Postpone WT#1.2 out of Rel-19 to wait for more progress in RAN.

WT#1.3 Model Identification and Model Management
From S2-2310034 (endorsed as the baseline for further work at SA2#158):
WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2. 
Considering that RAN2 has not yet agreed on the full scope of the use of a model ID, e.g., whether it is used outside of model transfer/delivery, and how it is structured or assigned, it seems appropriate to postpone WT#1.3 until RAN2 reaches a better understanding. Our understanding is that RAN1 also needs to further discuss model identification aspects. 
Proposal 3: Postpone WT#1.3 out of Rel-19 to wait for more progress in RAN.

WT#1.4 Coordination with RAN3 to support the AI enabled NG-RAN framework
From S2-2310034 (endorsed as the baseline for further work at SA2#158):
WT1.4: Study whether and how to support interaction/coordination with RAN3 to support the AI enabled NG-RAN framework (i.e. AI/ML for NG-RAN in Rel-18). Work will be based on possible requirements from RAN3. 
RAN3 has been working on the AI/ML for NG-RAN work item in Rel-18. In LS reply in R3-237745, RAN3 provides the following answer to SA2 question:
SA2’s Question: SA WG2 is asking TSG RAN and RAN WGs to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN.
RAN3’s Answer: In Rel-18, RAN3 has not identified any requirement for SA2 to support AI/ML for NG-RAN.

Proposal 4: WT 1.4 is not required, as per RAN3 feedback. 

WT#1.5 Enhancements to Support AI/ML Positioning
From S2-2310034 (endorsed as the baseline for further work at SA2#158):
WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.
Enhancements to support AI/ML positioning are addressed separately from WT#1.1. In accordance with RAN's Release 18. AI/ML NR air interface positioning accuracy enhancement use case, it is assumed that there is a gap in transmitting UE measurement data to a training entity, whether that entity trains UE-side, gNB-side, or LMF-side models. Moreover, measurement might need to be transmitted for inference and monitoring. To that end, enhancements might be required to bring measurements that typically terminate in the LMF to other entities. However, to align with RAN, particularly RAN2 findings on function entity mapping, SA2 can acknowledge the entities which might require extension of the LPP and assess which measurements are allowed and exposed from LMF to different entities. 
As indicated in TR 38.843 clause 7.3.1.3.1
· For positioning use cases:
· For LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
· For LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.
Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.

Observation 10: LPP is one of the frameworks identified by RAN for data collection that carries positioning measurements from a UE, and LPP terminates in the LMF.
Observation 11: There is no mechanism to carry UE positioning measurements from an LMF to an entity that would train UE-side models, when needed. 
Proposal 5: WT#1.5 may be relevant in the context of AI/ML based positioning. However, the WT#1.5 should not address data collection aspects from the UE considering that this is covered by LPP, rather WT#1.5 should assess which measurements are allowed to expose that are available in LMF. A note should be added to the WT#1.5 description to indicate: “This WT will not study UE data collection aspects”.

Proposals
Based on status in RAN WGs, we propose the following for the handling of WT#1 in Rel-19 AIML SA2 study:

Proposal 1: WT#1.1 as a generic work task for UE data collection is not required by RAN conclusions.
Proposal 2: Postpone WT#1.2 out of Rel-19 to wait for more progress in RAN.
Proposal 3: Postpone WT#1.3 out of Rel-19 to wait for more progress in RAN.
Proposal 4: WT 1.4 is not required, as per RAN3 feedback. 
Proposal 5: WT#1.5 may be relevant in the context of AI/ML based positioning. However, the WT#1.5 should not address data collection aspects from the UE considering that this is covered by LPP, rather WT#1.5 should assess which measurements are allowed to expose that are available in LMF. A note should be added to the WT#1.5 description to indicate: “This WT will not study UE data collection aspects”.

A revision of the Rel-19 SA2 SID proposal, according to the above proposals, is available in SP-231648.
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